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The electronicg-tensor and hyperfine coupling constants were calculated for cyanide coordination complexes
[M(CN)4]3- (M ) Ni, Pd, Fe, Ru, Os) in KCl or NaCl host lattices through an embedded calculation approach
using the Density Functional Theory and compared with previous experiments. For all tested complexes, the
B3LYP functional is in good agreement with the experiments for the hyperfine coupling constants. For the
electronicg-tensor calculations, performed using the coupled perturbed SCF theory, some discrepancies were
found, and the best agreements with the experimental values were achieved by the B3LYP functional.

I. Introduction

Systems with unpaired electrons play a very important role
in chemistry and physics. They are present in cell metabolism,1

combustion processes, catalytic intermediates,2 and in magnetic
phenomena taking place in active sites of important enzymes.3

Electronic and conformational information of these systems may
be obtained by Electron Paramagnetic Resonance (EPR) spec-
troscopy.4 From the theoretical viewpoint, the use of quantum
chemistry methods for the calculation of the EPR parameters
allows a better understanding of their electronic structure, while
their comparison with the experimental data may expand our
capacity to predict these parameters using computational
methods.

The isotropic hyperfine coupling (Aiso), an EPR parameter
mostly dependent on the ground-state wave functions and
derived from theA tensor, has already been calculated in good
agreement with experiments using post-Hartree-Fock method-
ologies5-8 and the Density Functional Theory (DFT).9-16 The
electronicg-tensor, which depends on the mixture of several
states through angular and spin-orbit couplings, still remains
a great challenge for computational methods, particularly in
larger systems. Several efforts have been made to improve the
calculations of theg-tensor using a series of quantum chemistry
methodologies.17-19 Nowadays,g-tensor calculations using the
DFT methodology allow the study of complexes containing
transition metals or molecules with a larger number of atoms.20-24

Other approaches tog values, such as the multireference
configuration interaction (MR-CI), present much higher com-
putational costs and are only used for small molecules.17

The calculation of theg-tensor components using the coupled
perturbed SCF theory within the density functional theory (CP-
DFT) was proposed by Neese19 and implemented in the
Gaussian package.25 This implementation is important because
it allows the calculation of theg-tensor without demanding
methodologies of higher computational cost.

The systems studied in this work are paramagnetic impurities
in ionic host lattices. This kind of system can be obtained when
diamagnetic complexes are diluted in alkali halide host lattices
and submitted toγ-ray, X-ray, or 2 MeV electron irradiation.26

The matrix influence on the complex is, of course, an important
factor that needs to be included in the theoretical model used
to simulate EPR tensors in solids. The interaction between the
ionic lattice and the impurities may be simulated by an
embedded cluster methodology.5,6,27-34

Some of the most widely used quantum chemistry method-
ologies35-38 have already been used to test the embedded cluster
model. In a recent work of our group, the Møller-Plesset
perturbation theory, based on the unrestricted spin Hartree-
Fock determinant (UMP2), was applied to represent clusters
with paramagnetic 3d metal complexes interacting with NaCl
or the KCl host environment.5 The same methodology was also
successfully used to calculate theAiso values and the quadrupolar
tensors for NaCl:[Ni(CN)4]3- and KCl:[Ni(CN)4]3-. This previ-
ous theoretical experience suggests that [Ni(CN)4]3- complexes
in KCl and the NaCl host lattice may be very good probes for
testingg-tensor calculations. Furthermore, the inclusion of other
complexes in the discussion expands the range of the work,
making the conclusions less dependent on the characteristics
of a specific complex.

In this work, calculations of the hyperfine coupling constants
and g-tensor are performed through an embedded cluster
calculation for the following systems: NaCl:[Ni(CN)4]3-,
KCl:[Ni(CN)4]3-, NaCl:[Pd(CN)4]3-, KCl:[Pd(CN)4]3-,
NaCl:[Fe(CN)4]3-, KCl:[Fe(CN)4]3-, KCl:[Ru(CN)4]3-, and
KCl:[Os(CN)4]3-.

II. Methodology

The hyperfine coupling constants (EPR parameter derived
from the hyperfine coupling tensor) and theg-tensor were
calculated for the different coordination complexes in KCl and
NaCl host lattices using the Gaussian 03 Package25 with an
embedded cluster model. In our model, the cyanide complexes
[M(CN)4]3- (M ) Ni, Pd, Fe, Ru, Os) are represented by a
cluster containing two chlorines in axial positions embedded
by 18 total ion potentials (TIPs) and 1306 point charges located
in the corresponding pure crystal lattice position. The total ion
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potentials of K+ or Na+ surrounding the [M(CN)4Cl2]5- cluster
(Figure 1) are represented by effective core potentials for the
core of K and Na, and, due to the near crystal environment,
they take into account the short-range potentials acting on the
quantum-mechanical cluster. The point charge region is a cube
of point charges, which contains 11 charges in the edge and
which surrounds the cluster and the TIPs. Following the Evjen
procedure,39 ionic fractional charges were used at the borders
of the cube to increase the convergence of the Madelung
potential and to preserve system neutrality. The final symmetry
of the systems was kept asD4h. The embedded model described
above is analogous to that reported in some previous refer-
ences.5,40

The 6-311+G(d) basis set includes polarization and diffuse
functions, needed to properly describe delocalized valence
electrons of the complex bonding. The LANL2DZ basis set is
adequate for transition atoms since it contains relativistic
pseudopotentials. Nevertheless, the use of these pseudopotentials
to represent the core electrons prevents us from calculatingAiso

values for the metal, although experimental values are found
in the literature.

The electronic structures were calculated within the DFT
theory. Three different approximations were used for the
exchange-correlation interactions: the local density approxima-
tion (LDA),44 the generalized gradient approximation (PBE),45,46

and the B3LYP hybrid functional.47,48

The isotropic hyperfine coupling constant (Aiso) was calculated
multiplying the evaluated spin density at nucleus N by the
nuclearg-factor (gN), the free electrong-factor (ge), the Bohr
magneton (âe), and the nuclear magneton (âN):

We used the Neese CP-DFT formulation to calculateg-tensor
components of the complexes. According to Neese,19 this
involves four terms:

The first term is an isotropic contribution representing the
free electrong value (ge ) 2.002319), and the second term is
a relativistic mass correction term, introduced by Angstl49 to
correct theg values for planar aromatics complexes. This term
is calculated with the ground-state spin density and kinetic
energy integrals as

where R is the fine structure constant,S is the total spin of

ground state,Pµυ
R-â is the spin density matrix,{æ} is the basis

set, andT is the kinetic energy operator.
The third term is a diamagnetic correction introduced by

Stone50 and is calculated with the ground-state spin density as

whererbA is the position vector of the electron relative to nucleus
A, rbO is the position vector relative to the gauge origin,Zeff is
the effective nuclear charge, and the term in brackets is the
effective spin-orbit coupling of theith electron at A nucleus.

The fourth term is the dominant correction and comes as a
crossed term between the Zeeman orbital (OZ) operator and
the spin-orbit coupling (SOC). This term is calculated using
the Neese’s coupled perturbed theory with DFT methodology
(CP-DFT).

III. Results and Discussion

Analysis of theg-tensors measured by EPR spectroscopy
shows that the unpaired electron is in a dx2-y2 (B1g) orbital for
d9 complexes (M) Ni, Pd) and in a dz2 (A1g) orbital for d7

complexes (M) Fe, Ru, Os).26,51-56 All of our molecular orbital
calculations led to the same conclusions: the HOMO of dx2-y2

complexes presents an antibonding character in the region of
the C-N bond, and the HOMO for dz2 presents an antibonding
character in the M-Cl region. The study of the symmetry and
electronic density distribution of the unpaired electron is
important due to their significant influence in the calculated
geometries and in theAiso andg-tensors values.

The following d9 systems have been studied with the unpaired
electron in the dx2-y2 orbital: NaCl:[Ni(CN)4]3-,
NaCl:[Pd(CN)4]3-, KCl:[Ni(CN)4]3-, and KCl:[Pd(CN)4]3-. The
following d7 systems with the unpaired electron in the dz2 orbital
have been studied: NaCl:[Fe(CN)4]3-, KCl:[Fe(CN)4]3-,
KCl:[Ru(CN)4]3-, and KCl:[Os(CN)4]3-.

III.a - Geometry Optimization. No experimental values for
the geometry of these complexes in ionic salt can be determined
because they are dopants with very low concentration and do
not appear in X-ray experiments. Therefore, geometry optimiza-
tions for all atoms in the clusters were performed (Figure 1)
keeping the 1306 point charges and the TIPs fixed in the original
positions. Table 1 shows the clusters optimized geometries with
different exchange-correlation functionals, the results of which
are discussed below.

In all systems, the M-Cl optimized bond distance was found
to be close to the pure salt lattice internuclear values of 2.82 Å
(NaCl lattice) and 3.15 Å (KCl lattice), with a mean variance
of 3%. These values indicate that the chlorine ions near the
metal are not chemically coordinated, reinforcing the assumption
of a previous work.5

The M-CN optimized distances for 3d complexes are larger
for the dx2-y2 than for the dz2 clusters, and this difference is
attributed to the presence of an antibonding unpaired orbital in
the cyanide plane of dx2-y2 complexes. The B3LYP functional
presents larger bond M-CN distances in comparison to other
functionals. The same tendency was reported by other
authors,57-59 who attributed it to the absence of an adequate
exchange interaction in LSD and PBE functionals in the
description of the charge transference in the metal-ligands
regions.

Figure 1. [M(CN)4Cl2]5- cluster embedded by 18 TIPs first neighbors.
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The C-N bond distances have not varied significantly in all
calculations, demonstrating that the strong triple covalent bonds
are not significantly influenced by the metal or by the sur-
rounding ionic crystals. Nevertheless, Table 1 shows, in general,
smaller values for the B3LYP functional.

III.b - Calculations of Hyperfine Coupling Constants.
Table 2 shows the calculated parallel component of the hyperfine
coupling tensor (Tzz) and theAiso values for the carbon, the
nitrogen, and the two chlorines in the different clusters.

The dx2-y2 (B1g) unpaired electron systems with an antibonding
orbital in the cyanide plane show larger values for the13C and
14N Aiso and smaller ones for the35Cl nuclei. The dz2 (A1g)
systems show larger values for the35Cl Aiso, due to the presence
of the unpaired electron in the M-Cl direction, and smaller
ones forAiso for the equatorial13C and14N nuclei. Table 2 shows
that the isotropic hyperfine couplings calculated by the DFT
method with the B3LYP functional are closer to the experi-
mental values in almost all cases. In two cases only, the PBE
approximation showed the best theoretical values, and the LSD
approximation was not suitable for any systems.

Figures 2 and 3 show the dependence ofAiso, calculated using
the B3LYP functional, with some of the bond distances in the
cyanide coordination complexes. In the dx2-y2 systems,Aiso

values are much more sensitive to the carbon and nitrogen
coordinates within the molecular plane than to the axial chlorine
coordinates. In the dz2 systems,Aiso values are more sensitive
to metal-chlorine bond distances than to metal-to-carbon and
metal-to-nitrogen bond distances. The small variations observed
in the chlorineAiso reinforce the assumption that the chlorine
ions near the metal are not chemically coordinated.

The quality ofAiso calculations also depends on<S2> values
since this parameter monitors the contamination owing to other
multiplicity states. The calculated<S2> values were around
0.76, indicating that, for all the systems, the spin contamination
in the wave functions calculated for the three functionals is small
enough. Thus, spin contamination is not responsible for the
differences in theAiso values shown in Table 2.

Another relevant factor for theAiso computation is the choice
of the basis set. Table 3 demonstrates that for small basis sets

(6-31G) the calculated value for the nitrogen atom does not agree
with experimental dataspresenting a mean error of 30%swhile
for the others atomsAiso achieves an acceptable accuracy. The
results in nitrogen are improved using a basis set which permits
more flexibility (6-311G), reducing the mean error to 17%.
Nevertheless, the inclusion of diffuse functions and polarizable
functionssnecessary to properly describe bonding of the delo-
calized valence electronssfurther reduces the mean error in
nitrogen to 14%. Even if some references show that the Barone60

(EPR-III) is the best basis set forAiso calculations, we chose to
use the 6-311+g(d) basis set because the EPR-III basis set is
applicable only to hydrogen and some second row elements.

TABLE 1: Optimized Bond Distances within the Cluster (Å)
Using Different DFT Functionals, a 6-311+g(d) Basis Set for
C, N, and Cl Atoms, and a LanL2DZ Basis Set for Metals

system LSD PBE B3LYP

NaCl:[Ni(CN)4]3- Ni-CN 1.936 1.993 2.042
Ni-Cl 2.814 2.902 2.913
C-N 1.179 1.186 1.171

KCl:[Ni(CN)4]3- Ni-CN 1.973 2.055 2.131
Ni-Cl 3.082 3.202 3.218
C-N 1.183 1.190 1.175

NaCl:[Pd(CN)4]3- Pd-CN 2.077 2.116 2.145
Pd-Cl 2.919 2.984 2.993
C-N 1.172 1.180 1.165

KCl:[Pd(CN)4]3- Pd-CN 2.136 2.199 2.249
Pd-Cl 3.170 3.262 3.270
C-N 1.178 1.187 1.172

NaCl:[Fe(CN)4]3- Fe-CN 1.830 1.875 1.915
Fe-Cl 2.722 2.844 2.875
C-N 1.189 1.196 1.179

KCl:[Fe(CN)4]3- Fe-CN 1.851 1.903 1.953
Fe-Cl 2.949 3.139 3.180
C-N 1.191 1.199 1.182

KCl:[Ru(CN)4]3- Ru-CN 2.001 2.038 2.065
Ru-Cl 3.006 3.166 3.208
C-N 1.188 1.196 1.180

KCl:[Os(CN)4]3- Os-CN 1.996 2.024 2.040
Os-Cl 3.025 3.173 3.215
C-N 1.190 1.199 1.184

TABLE 2: Calculated and Experimental Values for Tzz and
Aiso Using a B3LYP Functional, a 6-311+g(d) Basis Set for
C, N, and Cl Atoms, and a LanL2DZ Basis Set for Metals
(in MHz) a

system LSD PBE B3LYP exp

NaCl:[Ni(CN)4]3- Aiso(C) 178.9 153.0 108.0
Aiso(N) 11.4 8.9 7.3 7.7b

Aiso(Cl) -3.0 -2.8 -3.7 >(-5)b

KCl:[Ni(CN)4]3- Aiso(C) 174.6 140.1 89.3 105c

Aiso(N) 10.5 7.6 5.5 6.8b

Aiso(Cl) -2.2 -2.0 -2.2 >(-4)b

NaCl:[Fe(CN)4]3- Aiso(C) -19.4 -24.7 -24.9
Aiso (N) 1.0 0.5 -0.0
Aiso(Cl) 52.4 34.7 29.8 28.2d

Tzz(Cl) 19.7 13.6 9.9 7.5d

KCl:[Fe(CN)4]3- Aiso(C) -22.2 -27.0 -25.3
Aiso(N) 0.7 0.3 -0.2
Aiso(Cl) 33.4 18.9 15.8 17.0e

Tzz(Cl) 13.7 8.2 5.9 6.8e

KCl:[Ru(CN)4]3- Aiso(C) -8.8 -11.3 14.0
Aiso(N) 1.1 0.8 0.7
Aiso(Cl) 59.2 38.2 33.9 29.0f

Tzz(Cl) 25.2 18.4 14.0 12.9f

KCl:[Os(CN)4]3- Aiso(C) -9.3 -10.7 -11.9
Aiso(N) 0.4 0.2 0.1
Aiso(Cl) 71.0 48.0 44.0 37.8g

Tzz(Cl) 29.4 22.5 18.2 19.2g

NaCl:[Pd(CN)4]3- Aiso(C) 196.2 182.2 163.6
Aiso(N) 12.9 10.2 8.6
Aiso(Cl) -1.4 -1.3 -1.7

NaCl:[Pd(CN)4]3- Aiso(C) 200.1 193.5 182.5
Aiso(N) 14.9 12.8 11.6
Aiso(Cl) -2.0 -1.9 -2.4

a Tzz is thez component of the dipolar hyperfine tensor.b Reference
5. c Reference 26.d Reference 51.e Reference 52.f Reference 53.g Ref-
erence 54.

Figure 2. Aiso variance of13C and35Cl in the NaCl:[Fe(CN)4]3- system.
Calculated values for|Aiso| in carbon refer to the variation in the Fe-
CN bond distance and for chlorine to the variation in the Fe-Cl bond
distance.
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We have shown in a previous work6 that the calculatedAiso

values in a particular atom are critically dependent on the
collaborative effect of the spin polarization of all the electrons
in the atom. In the present calculations, these atoms are
described with an appropriate Gaussian basis set (6-311+G-
(d)) which adds the variational freedom necessary to describe
spin polarizations and to achieve a good agreement between
the calculated and the experimental values. The importance of
this spin-polarization is observed in our results: in spite of the
SOMO for B1g complexes presenting a nodal plane in the Cl
region, nonzero values forAiso are observed in this region. This
polarization is not caused by direct spin polarization of the
unpaired electron but instead only by spin polarization.

The only previousAiso theoretical calculations for these
complexes6 were restricted to the NaCl:[Ni(CN)4]-5and KCl:
[Ni(CN)4]-5systems and were performed with the Unrestricted
Hartree-Fock method followed by the Møller-Plesset pertur-
bation theory (UHF-MP2) within the embedded cluster model.
The present DFT results are in better agreement with the
experiments than the former UHF-MP2 calculations. When we
compare our results with other recent theoretical calculations
for Aiso in ionic crystals with lighter defects,37,38 we find very
similar results.

In this work, the results in Table 2 are in good general
agreement with the theoretical and experimental results forAiso

when the B3LYP functional and the 6-311+G(d) basis set is
used. This shows that the DFT calculations with an adequate

description of the host crystal are able to correctly predict the
Aiso values for this kind of system.

III.c - Calculations of the Electronic g-Tensor. Table 4
shows the∆g⊥ and ∆g| values calculated with the coupled
perturbed SCF theory (∆g ) g - ge, wherege ) 2.0023 is the
g value for the free electron). Although it is rather difficult to
give a general interpretation for the∆g-tensor, some trends
might be observed comparing theoretical and experimental
results. When comparing these results, it is important to observe
that the usual experimental error in the measurement of the X
band EPRg factor for well resolved lines is 0.0005.

In our present calculations, the M-Cl direction defines the
parallel direction and, consequently, theg| direction. The
perpendicular plane, related to the∆g⊥ values, is the M-(CN)4
plane.

The functional that is in better agreement with the experi-
mentalg values is the B3LYP functional. This may indicate
that the exchange part, present in the B3LYP functional, is
important for describing the electronic structure of the systems
under study.

Comparing the results, in general, theg-tensors for Ni and
Pd (dx2-y2) are in a better match to the experiments than the
g-tensors for the Fe, Ru, and Os (dz

2) complexes. The discrep-
ancies in our results are due to a limitation in our embedded
model, which does not describe correctly the transference of
spin density from A1g complexes to the near lattice, as proposed
in some previous experimental works.61

Another consideration is that, in general, the∆g values are
in lesser agreement with experimental data for heavier metals.
This might indicate that the use of core potentials, which does
not allow the polarization of inner-shell and inner-valence
orbitals, alters the spin-density polarization and induces a worse
description of the occurring physical phenomena.

There are no other theoretical calculations for theg-tensor
of the complexes treated in the present work. When we compare
our results with other recent theoretical calculations for defects
in ionic crystals and surfaces, we either find very similar results
in some cases62,63or better ones in others.37,38We infer that the
results obtained for theg-tensor are still not accurate but indicate
the possibility of calculating this parameter using an embedded
cluster model.

IV. Summary and Conclusion

The electronicg-tensor and hyperfine coupling constants were
calculated for KCl:[M(CN)4]3- and NaCl:[M(CN)4]3- (M ) Ni,

Figure 3. Aiso variance of13C and35Cl in the KCl:[Ru(CN)4]3- system.
Calculated values for|Aiso| in carbon refer to the variation in the Ru-
CN bond distance and for chlorine to the variation in the Ru-Cl bond
distance.

TABLE 3: Values of Aiso Using a B3LYP Functional and
Different Basis Sets

system Aiso 6-31G
6-31+
G(d) 6-311G

6-311+
G(d) exp

NaCl:[Ni(CN)4]3- 13C 111.5 106.1 109.3 108.0
14N 5.1 5.7 6.9 7.3 7.7a

35Cl -3.0 -2.9 -2.9 -3.7 >(-5)a

KCl:[Ni(CN)4]3- 13C 89.2 85.8 89.6 89.3 105b

14N 3.8 4.4 5.1 5.5 6.8a
35Cl -2.2 -2.1 -2.0 -2.2 >(-4)a

KCl:[Pd(CN)4]3- 13C 158.2 152.8 160.2 163.6
14N 7.3 7.8 8.7 8.6

35Cl -1.7 -1.6 -1.7 -1.7
NaCl:[Pd(CN)4]3- 13C 182.5 175.2 180.3 182.5

14N 9.4 10.1 11.5 11.7
35Cl -2.4 -2.2 -2.5 -2.5

a Reference 5.b Reference 26.

TABLE 4: Calculated and Experimental ∆g-Tensor Using a
B3LYP Functional, a 6-311+g(d) Basis Set for C, N, and Cl
Atoms, and a LanL2DZ Basis Set for Metals

system LSD PBE B3LYP exp

NaCl:[Ni(CN)4]3- ∆g| -0.013 0.023 0.091 0.109a

∆g⊥ 0.016 0.022 0.041 0.036a

KCl:[Ni(CN)4]3- ∆g| 0.007 0.048 0.128 0.130b

∆g⊥ 0.018 0.028 0.052 0.040b

NaCl:[Pd(CN)4]3- ∆g| -0.113 -0.043 0.050 0.076c
∆g⊥ 0.007 0.016 0.034 0.019c

KCl:[Pd(CN)4]3- ∆g| -0.046 0.030 0.143 0.099c

∆g⊥ 0.015 0.029 0.057 0.024c

NaCl:[Fe(CN)4]3- ∆g| 0.000 -0.001 -0.004 -0.006d

∆g⊥ 0.061 0.056 0.081 0.157d

KCl:[Fe(CN)4]3- ∆g| 0.000 -0.001 -0.004 -0.005e

∆g⊥ 0.090 0.074 0.103 0.201e

KCl:[Ru(CN)4]3- ∆g| 0.002 0.002 0.001 -0.024f

∆g⊥ 0.156 0.178 0.249 0.273f

KCl:[Os(CN)4]3- ∆g| 0.010 0.010 0.008 -0.131g

∆g⊥ 0.442 0.501 0.687 0.612g

a Reference 55.b Reference 26.c Reference 56.d Reference 51.
e Reference 52.f Reference 53.g Reference 54.
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Pd, Fe, Ru, Os) using the DFT theory involving three exchange-
correlation functionals: LSD, PBE, and B3LYP. The lattice was
represented through an embedded model detaining two layers.
The first layer, represented by total ion potentials, describes
the interactions between the complex and the nearest neighbor-
hood; the second layer, represented by point charges, accounts
for the long range interactions.

For each system studied, the coordinates of the metal,
chlorine, carbon, and nitrogen atoms were optimized freezing
the coordinates of the rest of the crystal at their original positions
and employing the above-mentioned functionals. Some patterns
were observed in the results: the optimized metal-chlorine
bond distance is close to the pure salt lattice internuclear
distance, indicating that chlorine ions near the metal are not
chemically coordinated; the optimized metal-carbon bond
distances changed significantly with the symmetry of the
unpaired electron orbital, and so their values can be related to
the presence or not of this antibonding orbital in the molecular
plane. Carbon-nitrogen bond distances did not vary signifi-
cantly in all calculations, demonstrating that the lattice potential
does not affect this strong triple bond.

When a B3LYP functional is used, the calculated values for
the isotropic hyperfine coupling (property derived from theA
tensor) are in good agreement with experimental values. In the
tensorg calculations some discrepancies were found, and the
functional in better agreement with experimental values was
B3LYP. The discrepancies found for heavier metals compounds
may be attributed to the impossibility of our embedded model
to describe correctly charge transferences between the cluster
and the embedded atoms. The utilization of nonpolarizable
effective core potentials, which do not describe inner shell
orbitals polarization, may be another factor in explaining the
discrepancies in the calculatedg values.
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